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This collection comprises the expanded and fully refereed versions of selected papers
presented at the 35th Computational Complexity Conference (CCC 2020), held July 28–30, 2020,
online. These papers were selected by the Program Committee from among the 36 papers that
appeared in the conference proceedings. Preliminary versions of the papers were presented
at the conference, and the extended abstracts appeared in the proceedings of the conference,
published by Dagstuhl Publishing, LIPIcs.

The CCC Program Committee selected 36 out of 96 submissions for presentation at the
conference; of these, the five described below were invited to this Special Issue. These five
papers were refereed in accordance with the rigorous standards of Theory of Computing.

• “Sign rank vs. Discrepancy” by Kaave Hosseini, Hamed Hatami and Shachar Lovett.
The main result of the paper is an optimal separation between the sign-rank of a matrix,
which is the minimum rank of a matrix of the same sign pattern, and the discrepancy
of a matrix, which is the maximal correlation it has with a rectangle. More specifically,
the authors exhibit a matrix of sign-rank 3 and discrepancy exp(−=). Prior to this work,
the largest known separation was sign-rank $(log =) and discrepancy exp(−=). The
authors further observe that sign-rank of 3 is lowest possible, as any matrix of sign-rank
1 or 2 has discrepancy at least 1/poly(=). As it is known that sign-rank characterizes
the unbounded-error randomized communication complexity model (i. e., error probability
smaller than half), while discrepancy characterizes the weakly bounded error model (the
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communication cost includes a “penalty” depending on how close to half is the error
probability), the result also implies an optimal separation between these classes. Moreover,
by known relations between discrepancy and approximate rank, the above also gives an
optimal separation between approximate and sign ranks.

• “Hitting Sets Give Two-Sided Derandomization of Small Space” by Kuan Cheng and
William Hoza.
Pseudorandom generators and hitting set generators naturally allow the derandomization
of two-sided and one-sided error probabilistic algorithms, respectively. Motivated to
derandomize small-space computation and prove that BPL = L or RL = L, researchers
have been designing and analyzing pseudorandom generators (PRGs) and hitting set
generators (HSGs) for the model of polynomial-width read-once oblivious branching
programs. Indeed, space-efficient PRGs with logarithmic seed length for this model suffice
to prove that BPL = L, whereas the weaker objects, HSGs, suffice to prove the weaker
result RL = L. Both challenges remain elusive to date. The surprising result in this article
is that hitting set generators with logarithmic seed length suffice for the derandomization
of BPL! The proof relies on the technique of local consistency: obtaining estimates for
the probabilities that sub-computations yield specific values, and checking that these
estimates are locally consistent. This white-box reduction relies on the structure of the
program. A second result gives a black-box reduction that works with only query access
to the program but relies on the program having only constant-width. A third result shows
that any generic reduction of the form “HSGs imply PRGs with similar parameters”would
imply new unconditional PRGs and would put BPL in L1+� for any constant � > 0.

• “Non-Disjoint Promise Problems from Meta-Computational View of Pseudorandom
Generator Constructions” by Shuichi Hirahara.

• “MultipartyKarchmer–WigdersonGames andThresholdCircuits” byAlexanderKozachin-
skiy and Vladimir Podolskii.
Karchmer–Wigderson games are communication gameswhose communication complexity
exactly captures the formula depth of the corresponding function. For a given Boolean
function 5 : {0, 1}= → {0, 1}, Alice is given an input G ∈ 5 −1(0) , Bob is given an input
H ∈ 5 −1(1) and their goal is to find a coordinate 8 ∈ [=] on which G8 and H8 differ. Protocols
for this game translate to De Morgan formulae computing 5 with the same depth (and
vice versa). This article generalizes the Karchmer–Wigderson framework to the number-
in-hand multiparty communication setting, where : parties are given inputs, and they
seek to find a coordinate on which all their inputs agree. For a certain class of functions
(including the majority function), the communication cost of a protocol is shown to be
equal up to a constant factor to the depth of a formula over the gate set consisting only of
thresholds of arity : + 1 (instead of AND, OR gates in De Morgan formulae). A beautiful
application of this new perspective is an explicit construction of a logarithmic-depth
formula, composed only of 3-input majority gates, computing the majority function. An
explicit logarithmic-depth formula computing the majority function with AND, OR gates
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follows from Ajtai, Komlós, and Szemerédi’s seminal result. Valiant used the probabilistic
method to give a simpler proof for the existence of such a formula. His proof was adapted by
Goldreich to a probabilistic construction using only 3-inputmajority gates, but the question
of explicitness remained open. The present paper settles in the affirmative a conjecture by
Cohen et al., who were motivated by applications in multi-party computation.

• “Connecting Perebor Conjectures: Towards a Search to Decision Reduction for Minimizing
Formulas” by Rahul Ilango.
Whether the Minimum Circuit Size Problem, MCSP, is NP-hard has been a central question
in meta-complexity with far-reaching consequences since the seminal work of Cook and
Levin. The present paper focuses on a “cousin” of MCSP, called Minimum Formula Size
Problem, or MFSP. If MFSP is NP-hard, then it has a search-to-decision reduction. Thus,
tackling the latter is a natural intermediate step before tackling the former. The present
paper gives a 2$(#/log log #) search-to-decision reduction that works for most inputs of
length# , and a 20.67# randomized reduction that works for all such inputs. The reductions
rule out a “bizarreworld”where finding the smallest formula of a given truth table requires
brute force, but determining its size requires only polynomial time.

We would like to thank the authors for their contributions, the CCC Program Committee for
their initial reviews, Shubhangi Saraf for her fantastic work as Chair of the Program Committee,
László Babai for his advice on matters related to Theory of Computing, and the anonymous
referees for their hard work. It was a pleasure to edit this Special Issue for Theory of Computing.
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