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Abstract: In this note, we develop a bounded-error quantum algorithm that makes
Õ(n1/4ε−1/2) queries to a function f : {0,1}n→ {0,1}, accepts when f is monotone, and
rejects when f is ε-far from being monotone. This result gives a super-quadratic improve-
ment compared to the best known randomized algorithm for all ε = o(1). The improvement
is cubic when ε = 1/

√
n.
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1 Introduction

The problem of testing whether a Boolean function is monotone is one of the fundamental—and most
extensively studied—problems in property testing. Let � denote the bitwise partial order on the Boolean
hypercube {0,1}n, i. e., x � y iff x j ≤ y j for all j ∈ [n]. The function f : {0,1}n→ {0,1} is monotone
iff f (x)≤ f (y) for all x� y, and it is ε-far from monotone if it cannot be made monotone by changing
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its value on at most an ε fraction of the inputs. An ε-tester for monotonicity is a randomized algorithm
that distinguishes monotone functions from those that are ε-far from monotone with large (say, 2/3)
probability. Determining the minimum number of queries required to test monotonicity of Boolean
functions was the first problem considered in the context of testing combinatorial (as opposed to algebraic)
properties of Boolean functions [13] and, despite extensive study (see for example the recent papers [9,
11, 10, 16] and the references therein), it has still not been completely resolved.

Goldreich et al. [13] initiated the study of the monotonicity testing problem and showed that it
is possible to ε-test the monotonicity of a function f : {0,1}n → {0,1} with O(n/ε) queries to f .
Their algorithm is called the edge tester, and it is very simple: Repeatedly sample the edges of the
hypercube—i. e., pairs of elements x� y ∈ {0,1}n for which there is exactly one coordinate i ∈ [n] such
that xi 6= yi—uniformly at random and verify that f satisfies the monotonicity condition on the endpoints
of each edge. The anti-dictator function, defined by f (x) = 1−xi for some i ∈ [n], shows that the analysis
of this algorithm is tight.

The edge tester remained the most efficient monotonicity testing algorithm for more than a decade,
until Chakrabarti and Seshadhri [9] introduced a new ε-tester for monotonicity that requires only
Õ(n7/8ε−3/2) queries. (Here and afterwards Õ hides terms polylogarithmic in n and 1/ε .) The
Chakrabarti–Seshadhri algorithm, like the edge tester, is a pair tester. A pair tester is any algorithm of the
following form: It repeatedly samples from some predefined probability distribution on the pairs of the
inputs x� y from the hypercube. If the pair violates monotonicity, the tester rejects. If no violation was
found after sufficiently many samples, the tester accepts. Unlike the edge tester, however, the Chakrabarti–
Seshadhri algorithm selects pairs of inputs that have Hamming distance up to O(

√
n). The same high-level

approach has since been used by Chen, Servedio, and Tan [11] to obtain a Õ(n5/6ε−4)-query ε-tester for
monotonicity and, very recently, by Khot, Minzer, and Safra in their beautiful paper [16] which shows
that Õ(

√
n/ε2) queries suffice to ε-test monotonicity.

In summary, research on testing monotonicity of Boolean functions has led to two incomparable
ε-testers: the edge tester with query complexity O(n/ε), and the Khot–Minzer–Safra algorithm with
query complexity Õ(

√
n/ε2). The first one has better dependence on ε , the second one on n. Furthermore,

these two algorithms—along with every other algorithm that has been proposed for testing monotonicity
of Boolean functions—are pair testers. Let us also note that pair testers are non-adaptive algorithms (they
can select all their queries in advance) and have one-sided error (they always accept monotone functions).

In this paper, we consider the query complexity of quantum algorithms that test the monotonicity of
Boolean functions. See [19] for a recent survey on quantum property testing. While the quantum query
complexity of the monotonicity testing problem has not been explicitly studied before, we can apply
quantum amplitude amplification [6] to obtain a quadratic improvement on the query complexity of any
pair tester. As a result, the edge tester and the Khot–Minzer–Safra algorithm imply that we can ε-test
monotonicity with O(

√
n/ε) and Õ(n1/4/ε) quantum queries, respectively. Our main result is a simple

quantum algorithm that combines the best dependence from both of these algorithms.

Theorem 1.1. It is possible to ε-test monotonicity of a function f : {0,1}n→{0,1} with

O
( 1√

ε
·n1/4 logn

)
quantum queries.
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Let us compare this result with the known lower bounds on classical algorithms. Lower bounds for
this problem are notoriously hard. For many years, the best known lower bound on the non-adaptive
randomized query complexity was Ω(logn) for constant ε by Fischer et al. [12]. Recently, it was improved
by Chen et al. [11, 10] to almost Ω(

√
n), essentially matching the query complexity of the Khot–Minzer–

Safra algorithm. The best known adaptive lower bound is only Ω(logn), which immediately follows
from the non-adaptive lower bound.

For pair testers, more lower bounds are known. First, Briët et al. [7] proved that any pair tester
with query complexity of the form O(α(n)/ε) must have α(n) = Ω(n/ logn). Also, Khot, Minzer, and
Safra [16] gave an example of a family of functions that are at distance Θ(1/

√
n) to being monotone, but

for which any pair tester needs Ω(n3/2) queries to find a non-monotone pair with constant probability. This
matches the performance of both the edge tester and the Khot–Minzer–Safra algorithm on this instance.
Our algorithm, on the other hand, needs only Õ(

√
n) queries, which constitutes a cubic improvement to

both algorithms.

This is an interesting development, as very few super-quadratic but still polynomial quantum speed-
ups are known. We can only mention a cubic speed-up for exponential congruences by van Dam and
Shparlinski [24], and quartic speed-ups for finding counterfeit coins by Iwama et al. [15], and learning
the “exactly-half junta” by Belovs [4]. There is also a recent algorithm by Ambainis et al. [1] for the
gapped version of group testing with up to a quartic improvement.

Our algorithm is based on a technical result from [16] and the (dual) adversary bound. The technical
result, Lemma 3.1 below, is the cornerstone of the analysis of the Khot–Minzer–Safra algorithm, and the
main part of [16] is devoted to derivation of this lemma. With the lemma in hand, the remaining analysis
of their algorithm is relatively short. Interestingly, we need the same technical result and our analysis is
also quite short, but we use this result in a very different way.

The adversary bound characterizes quantum query complexity up to a constant factor, as shown
by Reichardt et al. [21, 18]. Previously, the adversary bound was used for formula evaluation [23, 25],
triangle and other subgraph detection [3, 17, 5], the k-distinctness problem [2], and learning symmetric
juntas [4]. This paper demonstrates an application to property testing. Also, many of the above algorithms
use the framework of learning graphs [3], whereas our algorithm is not directly based on this framework.

2 Adversary bound

In query algorithms, the complexity measure is the number of queries to the input, given as a black
box. All other computations are considered free. For the definition of randomized and quantum query
complexity, the reader may refer to [8]. We use a general result by Reichardt et al., and obtain our
quantum query algorithm from the corresponding adversary bound. Since the input to our algorithm is a
total Boolean function, we define the version of the adversary bound tailored for this special case.

Let n be a positive integer, and assume that X and Y are two disjoint sets of total functions from
{0,1}n to {0,1}. We will deal with the following problem. Given a query access to a function f ∈ X∪Y,
the task is to detect whether f ∈ X or f ∈ Y. For this problem, the (dual) adversary bound is equal to the
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optimal value of the following optimization problem:

minimize max
f∈X∪Y∑x∈{0,1}n Xx[[ f , f ]] (1a)

subject to ∑x: f (x)6=g(x) Xx[[ f ,g]] = 1 for all f ∈ X and g ∈ Y; (1b)

Xx � 0 for all x ∈ {0,1}n, (1c)

where Xx are (X∪Y)× (X∪Y) positive semi-definite matrices, and Xx[[ f ,g]] stands for the ( f ,g)-entry of
the matrix Xx. The adversary bound is very useful because of the following result:

Theorem 2.1 ([14, 21, 22, 18]). The (bounded-error) quantum query complexity of distinguishing X and
Y is equal to the value of the adversary bound (1), up to a constant factor.

In particular, Theorem 2.1 implies that the value of a feasible solution to the optimization problem (1)
gives an upper bound on the quantum query complexity of the corresponding problem.

3 Proof of Theorem 1.1

We complete the proof of Theorem 1.1 by constructing a feasible solution to the adversary bound (1) in
the case where X is the set of all monotone functions and Y is the set of all functions that are ε-far away
from any monotone function.

Let us introduce some notation. The hypercube is the graph with the vertex set {0,1}n, where two
vertices are adjacent iff they differ in exactly one coordinate. We consider the hypercube as an oriented
graph, i. e., we define an edge of the hypercube as a pair xy, where x≺ y and x and y differ in exactly one
coordinate. For a function f : {0,1}n→{0,1}, an (a,b)-edge of f is an edge xy of the hypercube such
that f (x) = a and f (y) = b. We also use the notation {x,y} to denote an edge of the hypercube without
imposing the order, i. e., {x,y} = xy if x ≺ y, and {x,y} = yx if x � y. The total influence or average
sensitivity I( f ) is the number of edges xy of the hypercube such that f (x) 6= f (y), divided by 2n−1. For a
monotone function, it is known to be O(

√
n) [20, Theorem 2.33]. We use x⊕ j for the string x with the

j-th bit flipped. Finally, for any predicate P, we use 1P to denote the indicator variable that equals 1 when
P is true and 0 otherwise.

Unlike the Khot–Minzer–Safra algorithm, which tests pairs of inputs at significant distance, our
algorithm is essentially an improvement of the edge tester. Let us first describe a solution to the adversary
bound that corresponds to the edge tester. This solution has query complexity O(

√
n/ε). We then show

how to improve the query complexity to Õ(n1/4ε−1/2).

Edge tester. For a function g ∈ Y, let Eg denote the set of all (1,0)-edges of g. Goldreich et al. [13]
showed that for every function g ∈ Y,

|Eg| ≥ ε2n .

This inequality is the central component of the analysis of the classical edge tester; it is also a key
component of the analysis of the quantum algorithm described below.
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To construct a feasible solution to the adversary bound (1), we first construct a positive semidefinite
matrix Zx, j for each edge {x,x⊕ j} of the hypercube. Formally, let Zx, j = φx, jφ

∗
x, j, where the entries of the

vector φx, j are labeled by functions f ∈ X∪Y and are defined by

φx, j[[ f ]] =


1/
√

L if f ∈ X, x j = 0, and f (x) = 0,
1/
√

L if f ∈ X, x j = 1, and f (x⊕ j) = f (x) = 1,√
L/|E f | if f ∈ Y, and {x,x⊕ j} ∈ E f , or

0 otherwise,

where L is a parameter to be specified later. The coefficients of φx, j are chosen so that for any functions
f ∈ X, g ∈ Y and any edge xy of the hypercube, we have

Zx, j[[ f ,g]] ·1 f (x)6=g(x)+Zy, j[[ f ,g]] ·1 f (y)6=g(y) =
1xy∈Eg

|Eg|
(2)

if x and y differ in the j-th coordinate.
We can obtain a feasible solution to the adversary bound (1) by setting

Xx = ∑
j∈[n]

Zx, j

for every x ∈ {0,1}n. The matrices Xx clearly satisfy (1c). Summing (2) over all edges of the hypercube,
we see that the matrices also satisfy (1b). For any f ∈ X and g ∈ Y, we have

∑
x∈{0,1}n

Xx[[ f , f ]] =
n2n−1

L
and ∑

x∈{0,1}n

Xx[[g,g]] = 2|Eg| ·
L
|Eg|2

≤ L
ε2n−1 .

Choosing L = 2n−1√nε yields
√

n/ε as the value of the objective function (1a).

Our solution. Intuitively, the main problem with the above solution is that each f ∈ X is used in n2n−1

matrices Zx, j, whereas each g ∈ Y is only used in ε2n of them. Thus, many uses of f are “wasted,” which
results in the relatively high query complexity of the algorithm. To reduce the query complexity, we wish
to reduce the number of matrices featuring f .

A natural idea is to “pack” together matrices that share the same vertex of the hypercube. To describe
this idea, we need some more notation. For g ∈ Y, define the (1,0)-graph of g to be the subgraph of the
hypercube induced by the set of all (1,0)-edges of g. Let Gg be a subgraph of the (1,0)-graph of g, and
let Eg denote the set of edges in Gg. Note that this time we do not require Eg to contain all (1,0)-edges of
g. The precise choice of Gg will be specified later. Let degg(x) denote the degree of a vertex x ∈ {0,1}n

in Gg.
For each x ∈ {0,1}n, consider a positive semidefinite matrix Yx = ψxψ∗x , where

ψx[[ f ]] =

{
1/
√

K if f ∈ X, or√
K deg f (x)/|E f | if f ∈ Y,
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and K is a parameter to be defined later. For f ∈ X and g ∈ Y, we have

∑
x: f (x)6=g(x)

Yx[[ f ,g]] = ∑
x: f (x)6=g(x)

degg(x)
|Eg|

= ∑
xy∈Eg

1 f (x)6=g(x)+1 f (y)6=g(y)

|Eg|
. (3)

Since g(x) = 1 and g(y) = 0 for any xy ∈ Eg, we essentially recover (2) if f (x) = f (y). The only bad
case is when xy is a (0,1)-edge for f , in which case we get 2 in the numerator on the right-hand side
of (3). We can fix this using matrices Zx, j that are very similar to those used in the edge tester. Specifically,
for every x ∈ {0,1}n and j ∈ [n], let Zx, j = φx, jφ

∗
x, j with

φx, j[[ f ]] =


−1/
√

L if f ∈ X, x j = 0, and (x,x⊕ j) is a (0,1)-edge,√
L/|E f | if f ∈ Y, x j = 0, and (x,x⊕ j) ∈ E f , or

0 otherwise,

where L is another parameter to be fixed later. Note that in this definition, any function f ∈ X is used in
only O(

√
n2n) of the Zx, j matrices, since this is the number of (0,1)-edges of f . This is the reason we get

the improvement from n1/2 to n1/4 queries. Also, this step has no classical analogue, and that is where we
get a super-quadratic improvement to the classical edge tester and the Khot–Minzer–Safra algorithm.

Define Zx = ∑ j∈[n] Zx, j. For every f ∈ X and g ∈ Y,

∑
x: f (x)6=g(x)

Zx[[ f ,g]] =− ∑
xy∈Eg

1 f (x)6=g(x) ·1 f (y)6=g(y)

|Eg|
. (4)

Finally, define Xx = Yx +Zx. Clearly, this choice satisfies (1c). Also, for any xy ∈ Eg, at least one of the
conditions f (x) 6= g(x) or f (y) 6= g(y) is satisfied, so equations (3) and (4) imply (1b).

It remains to bound the objective value (1a). The contribution of the matrices Zx to (1a) is easily
computed. Namely, for f ∈ X and g ∈ Y,

∑
x∈{0,1}n

Zx[[ f , f ]] =
I( f )2n−1

L
and ∑

x∈{0,1}n

Zx[[g,g]] = |Eg| ·
L
|Eg|2

≤ L
ε2n .

The matrices Yx are more problematic. For g ∈ Y, we have

∑
x∈{0,1}n

Yx[[g,g]] =
K
|Eg|2 ∑

x∈{0,1}n

degg(x)
2 .

For this expression to be small enough to obtain the query complexity claimed in Theorem 2.1, we
not only need Eg to be as large as in the edge tester, but we also need the edges of Gg to be evenly
distributed among the vertices. As it turns out, the main technical result behind the analysis of the
Khot–Minzer–Safra algorithm claims exactly this:

Lemma 3.1 ([16, Lemma 7.1]). For every g : {0,1}n→{0,1} that is ε-far from being monotone, there
exists a subgraph Gg of the (1,0)-graph of g such that

|Eg|= Ω

(
ε2n
√

∆(Gg)

log2 n

)
, (5)

where Eg is the edge set of Gg, and ∆(Gg) is the maximal degree of Gg.
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Fix Gg to be one of the graphs whose existence is guaranteed by Lemma 3.1. We can now estimate
the objective value (1a). For a function f ∈ X, we have

∑
x∈{0,1}n

Xx[[ f , f ]] = 2n
(

1
K
+

I( f )
2L

)
= 2n ·O

(
1
K
+

√
n

L

)
. (6)

Meanwhile, for g ∈ Y, we have

∑
x∈{0,1}n

Xx[[g,g]] = ∑
x∈{0,1}n

K degg(x)
2

|Eg|2
+ |Eg| ·

L
|Eg|2

.

Using the inequality ∑x degg(x)
2 ≤ ∆(Gg)∑x degg(x) and the identity ∑x degg(x) = 2|Eg| (the handshak-

ing lemma), we observe that

∑
x∈{0,1}n

Xx[[g,g]]≤ K
∆(Gg)

|Eg|
·

∑x degg(x)
|Eg|

+
L
|Eg|

= 2K
∆(Gg)

|Eg|
+

L
|Eg|

.

Applying (5), we obtain

∑
x∈{0,1}n

Xx[[g,g]]≤
log2 n
ε2n ·O

(
K
√

∆(Gg)+
L√

∆(Gg)

)
=

log2 n
ε2n ·O

(
K
√

n+L
)
. (7)

Comparing (6) and (7), we see that the objective value is minimized when

K = 2n√
εn−1/4/ logn and L = 2n√

εn1/4/ logn .

Taking these values, the objective value (1a) is O(n1/4ε−1/2 logn), as desired.
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